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Abstract. Large Language Models (LLMs) are expected to exert un-
precedented impact on the public sector. Specifically in the field of legal
interpretation, the ability of LLMs to utilize the wealth of public sec-
tor information, such as legal texts and regulations, enables more effi-
cient and accurate legal analysis and improves decision-making. However,
when involving LLMs in such critical domains, it is important to ensure
that they are trustworthy and, hence, they produce accurate responses.
This study aims to explore and evaluate the trustworthiness of LLMs
in interpreting law. Towards this direction, an exploratory case study
is presented that engages nine proprietary and open LLMs from four
families, namely Claude, GPT, Mistral, and Llama, in answering a set
of questions related to the European Union’s VAT directive that have
been selected by a legal professional. The questions, all of them of legal
nature and varying complexity, are provided as prompts to the LLMs.
Their responses are evaluated based on their legal precision. The results
show significant insights, contributing to the development of more trust-
worthy and responsible AI systems, and ensuring their safe and effective
use in critical areas such as law and public policy.

Keywords: Large Language Models · Trustworthiness · Law Interpre-
tation · Public Sector.
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1 Introduction

It is estimated that generative Artificial Intelligence (AI) could elevate the global
Gross Domestic Product (GPD) by 7% over the next decade and, at the same
time, bring forth automation to approximately 300 million jobs worldwide, con-
tributing to the global economy $2.6 trillion to $4.4 trillion annually [6]. AI has
long found its way into the public sector [33], yet the impact of utilizing Large
Language Models (LLMs) will likely be unprecedented. LLMs utilize the wealth
of information provided by the public sector, from documents across different
departments, ministries, and local authorities to Open Government Data por-
tals to enable, for instance, the deployment of chatbots and virtual assistants [4];
the analysis of documents for identifying key information in complex documents
such as legal contracts [21]; the summarization of large volumes of text; and the
assistance in decision-making by generating reports and evaluating applications
and grants [14]. The introduction of LLMs can also lead to more proactive and
data-driven public interventions, improving outcomes in areas such as public
health, urban planning, and disaster response [24, 26].

Existing literature reveals both significant progress and persistent challenges
in applying LLMs to legal interpretation tasks [25]. While general capabilities
have advanced considerably, domain-specific applications—particularly for com-
plex regulatory frameworks remain an active area of research.

Our work builds upon this foundation by examining the comparative perfor-
mance of LLMs in the specific context of the European Union’s Value Added
Tax (VAT) Directive interpretation, addressing a gap in the literature regard-
ing model efficacy in specialized legal domains. Towards this direction, an ex-
ploratory case study is presented and analyzed that involves nine proprietary
and open LLMs from four major families, namely Claude, GPT, Mistral, and
Llama. The LLMs are tasked with answering a set of questions related to the
EU VAT Directive. The questions, which are of varying complexity and of legal
nature, are provided as prompts to the LLMs, and their responses were evaluated
based on their legal precision.

The rest of the article is structured in the following sections. In the back-
ground section (Section 2) an examination of foundational concepts related to
LLMs is presented (Section 2.1) along with an exploration of the LLM trust-
worthiness (Section 2.2), and a brief presentation of the EU VAT directive (Sec-
tion 2.3). Section 3 presents the related work with recent research in the field.
The Research Approach (Section 4) presents the methodology employed to assess
the LLM truthfulness and presents an overview of the set of questions related to
the EU VAT direction that were used to assess the trustworthiness of LLMs. The
evaluation results are then presented in (Section 5). Finally, the Section 6, con-
cludes this work providing key findings, contributions to the field, and directions
for future research.
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2 Background

2.1 Large Language Models

Foundation models refer to large, pre-trained models that serve as a starting
point for other models. They are trained on massive datasets for extended periods
of time, something that requires vast amounts of computational resources, and
results in state-of-the-art performance.

In the field of natural language processing, ever since the invention of the
revolutionary transformer architecture, many LLMs have been created and re-
leased. These include, for example, OpenAI’s GPT-3.5 [37] and, the more recent,
GPT-4 [2], LLMs from the Llama family of Meta [31] and Llama 2 [32], Mis-
tral AI’s Mistral [11] and Mixtral 8x7B [12], and Google’s LaMDA [30]. LLMs
vary in terms of openness and user access. Proprietary models such as Claude
and ChatGPT are closed systems as neither their internal architecture nor their
training data or model weights are publicly disclosed. They are only accessible
through controlled interfaces, typically via API. In contrast, open-source mod-
els provide both the source code and model weights under permissive licenses,
allowing users to inspect, adapt, and deploy the models independently. A third
category, includes open-weight models, which make the trained parameters pub-
licly available while withholding access to training data and full source code.

LLMs have proven to be extremely capable but also tremendously costly
to train. As a result, efficient methods to harness their power have been ex-
plored including prompt engineering, prompt tuning, and fine tuning. Prompt
engineering, uses techniques like chain of thought reasoning [35] and in-context
learning [5] to design effective prompts in order to elicit desired responses from
the LLM. It is the only technique that doesn’t change the weights of the LLM.
Prompt tuning [16], adds trainable parts to the input layer of the LLM and
trains them in order to have them act as conceptual prompts for the model by
guiding its predictive abilities to a certain direction. Finally, fine-tuning can be
adapter or full parameter. Adapter fine-tuning [10] adds trainable components
to the inner network, allowing for greater adaptation of the initial model to
new tasks. Regarding full-parameter fine tuning, supervised fine tuning is com-
monly employed, while Reinforcement Learning (RL) methods also exist, such
as RL from Human Feedback (RLHF) [27] and Reinforcement Learning from AI
Feedback (RLAIF).

Even though LLMs hold considerable amounts of world knowledge, thanks
to their initial training, they still lack the ability to be factually correct in all
their responses, which often results in “hallucinations” [40], i.e., factually incor-
rect responses presented by the LLM as correct ones. In order to tackle this
weakness, several methods have been developed, mainly utilizing prompt engi-
neering. Among those methods is the supply of factually correct context along
with the input. The main, state of the art, proposed architecture supporting this
is Retrieval Augmented Generation (RAG). In RAG, specialized components re-
trieve information relevant to the original input from corpora and supply it to
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the model along with it. This has been shown to boost the factual capacities of
the models significantly.

2.2 Trustworthiness in Large Language Models

The trustworthiness of Large Language Models (LLMs) has been subject of many
previous published scientific works. In their effort to understand and evaluate
the trustworthiness of LLMs, these works usually result in synthesizing holistic
frameworks with definitions for all the different dimensions of trustworthiness as
well as benchmarks that can be used to assess proprietary and\or open-weight
LLMs for trustworthiness. Examples include the TrustLLM [28], HELM [18],
DecodingTrust [34], Halueval [17], and other frameworks and benchmarks.

LLM trustworthiness frameworks and benchmarks identify various aspects
of trustworthiness, including truthfulness, safety, fairness, robustness, privacy,
machine ethics, transparency, and accountability [28]. Truthfulness, the most
common and obvious aspect of LLM trustworthiness, is included in all related
frameworks and benchmarks, and is used to assess whether or how often the
LLMs respond with factually correct information in users’ prompts. Safety as-
sesses whether the LLM produces unsafe responses (e.g., illegal answers). In
addition, Fairness assesses whether the responses provided by the LLM are fair,
impartial, and not affected by specific race, gender, political, and other ide-
ologies. Robustness, evaluates how well an LLM performs on edge cases (e.g.,
when user prompts include ambiguous or misleading texts). In addition, Privacy
Transparency assesses the ability of the LLM to provide references and data
sources in its responses. Finally, explainability evaluates to what extend is the
LLM capable of providing reasoning that justifies its responses.

This work focuses on assessing the trustworthiness of LLMs based on the
most common dimension, namely truthfulness.

2.3 The European Union’s Value Added Tax Directive

The European Union’s Value Added Tax (VAT) Directive (Council Directive
2006/112/EC) [1] establishes the framework for harmonizing the national VAT
laws across the European Union. However, it allows some flexibility for the mem-
ber states. The directive defines the main concepts that are related to the VAT
(e.g., taxable persons, related transactions, and exceptional cases). At the same
time, it also sets out rules for the VAT rates that should be utilized across the
EU, as well as for the VAT reporting and collection processes. Among the main
objectives of the directive is to minimize tax distortions in cross-border trading
transactions and, at the same time, ensure a fair competition across the EU
member states’ markets.

The Directive outlines the place of supply regulations, which defines where
and which goods and services are subject to VAT charges in the EU. This is
very important when it comes to cross-border trade in Europe. The Directive also
allows, in specific cases, for the adoption of the reverse charge mechanism, which
reduces the possibility of tax fraud by transferring the burden of paying VAT
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from the seller to the buyer. Additionally, the Directive provides an overview
of particular programs designed for specific sectors (e.g., digital services, small
enterprises, and second-hand products trade). Although the Directive provides
a a single legal framework for the VAT, it also provides the member states with
some freedom in applying VAT rates and exemptions. As a result, there are some
differences in the national implementations across the members of the European
Union.

The Directive was introduced in November 2006 and, since then, has under-
gone numerous amendments. The most recent amendment was made by Council
Directive (EU) in 2022 and aimed at updating the VAT rate provisions. In its
latest consolidated form, the Directive consists of over 400 articles structured
into 14 titles.

3 Related Work

LLMs are being applied across various public sector functions, demonstrating
their versatility and potential to enhance administrative processes, and there
is a growing body of research attempting to highlight various aspects of LLM
implementation and application in the public sector.

For instance, one study examines the implementation of Intelligent Public
Sector Automation (IPSA) based on LLMs for digital innovation in Korean pub-
lic administration, focusing on critical challenges and their solutions [39]. Other
research investigates the use and impact of LLMs on the management of Swedish
and Croatian public records [29]. Further work explores the initial results of us-
ing a chatbot based on a LLM to address user queries about the Management
and Performance Program, a Brazilian federal government initiative aimed at en-
hancing public sector efficiency by modernizing workforce management practices
established in 2020 [15].

Due to the special responsibility of parliaments, governments, and admin-
istrations as the organizational instances of society, and through the inherent
legitimation by society itself, there is a necessity to examine the implications
of the use of generative AI within these institutions and traditional structures
as well as their influence on political system logic [20]. Evidently, generative AI
has emerged as a key technology in the parliamentary workspace, with 37% of
the recorded use cases in 2024 involving such systems [8]. These systems are
being used for tasks such as document summarization, legislative drafting, and
multilingual translation. In the Judicial branch, structured multi-LLM setup
can significantly improve decision-making accuracy, particularly in ambiguous
situations, by harnessing the synergistic effects of diverse LLM arguments [13].

As an emerging field, the application of LLMs in the legal field is still in
its early stages, with multiple challenges that need to be addressed. However,
it has been found that the performance of models grounded in the Generative
Pre-trained Transformer (GPT) architecture has consistently improved across
various legal domains, including contract review, legal document summariza-
tion, and case outcome prediction [25]. Still several challenges exist related to
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the quality of legal data used for fine-tuning and training, as well as ensur-
ing consistency in legal reasoning. High-quality, well-curated data is essential
for successful LLM adoption in the legal domain. Researchers have collected a
large amount of legal domain data and combined it with general domain data,
using GPT-4 Turbo to build a high-quality legal dataset [36]. This again ne-
cessitates meticulous data preparation protocols. Beyond preparation, effective
data governance is equally important, and developing and maintaining rigorous
management strategies within Public Data Ecosystems (PDE) ensures alignment
with societal, regulatory, and technical requirements in the digital era [23].

In law, reasoning is of particular significance and relevant benchmarks are be-
ing developed such as LegalBench, which was built through an interdisciplinary
process, in which its makers defined tasks designed and hand-crafted by legal
professionals [9]. Further research is also exploring moral and ethical aspects of
LLM-driven legal reasoning [3]. However, in legal drafting, a European Com-
mission study found that while tools like GPT-4 offer significant advantages
in supporting the law-making process, many related functionalities can be ef-
fectively implemented using traditional AI techniques without relying solely on
LLMs [7].

4 Research Approach

In order to explore the truthfulness of LLMs in interpreting law to answer legal
questions, we utilized an exploratory case study [38]. Since LLMs are emerging
technologies across various fields, including the legal one, research on their trust-
worthiness is still developing. An exploratory case study is particularly suitable,
as a research approach, for the in-depth exploration of the field in order to enable
gaining insights, explore new ideas, and identify unknown patterns.

The study focuses on nine LLMs from four families, namely Claude, Chat-
GPT, Mistral, and Llama. Each LLM represents a distinct case for analysis.
The LLMs are selected based on their relevance in legal research, availability,
and varying architectures. The majority of the selected LLMs are proprietary
(five out of nine) and the rest of them are open-weight models. Regarding the
size of open LLMs, 8B, 70B, and 405B were selected for the Llama family in
order to test their behavior regarding trustworthiness. The Mistral model’s size
is not known. An overview of the nine LLMs their access type, and specifications
is presented in Table 1.

A legal expert from the Hellenic State Legal Council, highly skilled in EU tax
laws, created a set of 19 progressively complex questions covering key aspects of
the EU VAT Directive. The set of questions is presented in Table 2.

Each question was given as a prompt to each of the nine LLMs in order to be
answered following a zero-shot approach, i.e., using its existing knowledge. To
this end, inferences from LLM were obtained via SageMaker or Bedrock Amazon
Web Services (AWS). Each LLM was configured with a temperature of 0, a top-
p value of 0.9, and a maximum output token limit of 512, based on its level
of parameterization. This combination of low temperature and increased top-
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Table 1. Overview of access types and model specifications for the investigated Large
Language Models (LLMs).

Access Type Company Model Series Model Name Size (B) Release Date
Proprietary Anthropic Claude Claude v3

Opus
Unknown 2024-Feb-29

Proprietary Anthropic Claude Claude v3 Son-
net

Unknown 2024-Feb-29

Proprietary OpenAI GPT GPT 4o Unknown 2024-May-13
Proprietary OpenAI GPT GPT 4 Turbo Unknown 2024-Apr-09
Proprietary OpenAI GPT GPT 3.5 Turbo Unknown 2024-Jan-25
Open weight Mistral AI Mistral Mistral Large-

2402
Unknown 2024-Feb

Open weight Meta Llama 3.1 Llama 3.1 8b
Instruct

8 2024-Jul-23

Open weight Meta Llama 3.1 Llama 3.1 70b
Instruct

70 2024-Jul-23

Open weight Meta Llama 3.1 Llama 3.1 405b
Instruct

405 2024-Jul-23

P allows for creativity and, at the same time, increased reproducibility of the
responses [22]. The responses were then anonymized to prevent biases based on
the LLMs.

While accuracy is the most commonly used metric for assessing the truthful-
ness of LLM responses, involving humans in the evaluation process has also been
recognized in literature [19]. In this context, this study involved the legal expert
Hellenic State Legal Council to evaluate the anonymized LLM responses with
regards to truthfulness. Specifically, the expert assigned to each LLM response
a score ranging from one to ten, with one representing the lowest accuracy and
ten the highest accuracy. All scores were then statistically analyzed so as to un-
derstand the performance of each LLM with regards to trustworthiness. In order
to compare the LLMs, the Cohen’s Kappa coefficient was calculated to measure
agreement between their responses.

5 Results

The set of questions (Table 2) were given as prompts to the nine LLMs. Their
responses were then evaluated by the legal expert to assess whether the LLM
provides factually correct information based on the EU VAT Directive.

The average truthfulness score of each LLM is presented in Figure 1. The
heatmap shows a generally high evaluation of responses across different LLMs
with average truthfulness scores falling between 7.4 and 8.6, indicating overall
strong performance. The top five LLMs related to truthfulness core are in de-
scending order GPT 4 Turbo (8.63, 95% CI: 8.12, 9.15), GPT 4o (8.58, 95% CI:
8.14, 9.01), Llama 3.1 405B (8.45, 95% CI: 7.9, 9), Claude v3 Sonnet (8.16, 95%
CI: 7.73, 8.9), and Llama 3.1 70b (8.21, 95% CI: 7.66, 8.76). Llama 3.1 8B (7.37,
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95% CI: 6.43, 8.3) and Mistral Large (7.95, 95% CI: 7.3 , 8.6) achieved the lowest
scores. Among the evaluated LLMs with open weights, Llama 3.1 with the 405
billion parameters provided the most accurate answers.

Fig. 1. Truthfulness scores for all LLMs (95% confidence interval).

The individual truthfulness scores for all LLM responses are presented in
Figure 2. According to the heatmap, some LLMs seem to be more stable in their
truthfulness scores, while others show more variability. Specifically, the GPT
4 LLMs are the most stable related to the trustworthiness of their responses,
having a few low truthfulness scores in their responses. The Claude-3 variants
have in general a good performance in truthfulness, although they have some
inconsistencies (e.g., Opus was rated with a 5 on Q13). Llama 3.1 8B faces an
increased variation across different questions. However, its responses in some
questions achieved very good scores. For example, it was evaluated with truth-
fulness score of 10 for questions Q3 - Q5, and with 9 for questions Q7 and Q8.
This indicates that there is a potential for improvement for the specific model,
for example, by fine-tuning it using domain related data and, hence, enabling
it to provide more accurate responses. At the same time, the large LLM of the
family (Llama 405b) performs similar to GPT-4 LLMs, having clearly improved
and more stable responses regarding trustworthiness. This indicates that scaling
significantly improves results’ accuracy.

If we place the focus to the questions, certain questions (e.g., Q2, Q6, Q10,
and Q13) show more disagreement across LLMs, suggesting that these may be
harder or more ambiguous to answer. Conversely, it can be observed that there
are two questions (i.e., Q3 and Q4) that achieved the highest score (10) across all
LLMs. This may be indicate that these questions are straightforward and, hence,
less complex for LLMs to answer. Finally, Q6, which refers to the VAT treatment
of farmers, is directly related to a specific exemption case and not all not align
well on niche tax treatment. This emphasizes the need to go deeper and assess
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the specific aspects of trustworthiness identified in literature (see Section 2.2)
including robustness, i.e., how well the LLM responses on questions regarding
exceptional cases, which is extremely important in tasks like law interpretation.

Fig. 2. Evaluation of the truthfulness of LLM responses.

Thereafter, the agreement of the different LLMs regarding the evaluation
of their responses was evaluated responses’ using the Cohen’s Kappa coefficient
agreement scores (Figure 3). The score is a value ranging from 0 to 1. Higher val-
ues of the Cohen’s Kappa coefficient indicate strong agreement between LLMs,
while lower values suggest weaker agreement (or, in some cases, even no agree-
ment). Based on the results, the highest score achieved was 0.65. This highest
agreement score is observed between GP4o and Llama 3.1 405B, meaning that
these two LLMs have a similar behavior in producing accurate responses. This
result can be translated as that Llama 3.1 405B has made a lot of progress related
to the smaller LLMs of the family, and has a good improvement potential. In
addition, based on the same results, LLMs from the same family have increased
agreement scores when compared to the agreement between LLMs from differ-
ent families. For example, the second highest agreement score is 0.64 between
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GPT 4 Turbo and GPT 4o, which is followed by the agreement between the two
Anhropic’s LLMs (Claude v3 Opus and Claude v3 Sonnet). All remaining scores
were lower indicating a higher degree of variability in the answers each model
selected.

Fig. 3. Evaluation of the correlation of LLMs using Cohen’s Kappa coefficient agree-
ment scores.

The higher agreement between the LLMs from the same families possibly
mirrors the anticipated impact of common architectures, training methodologies,
and\or similar optimization processes. However, when comparing models from
different families, such as, for example Claude v3 Opus and GPT 4 Turbo or
Claude v3 Opus and Mistral Large, the agreement scores drop significantly (0.30
and 0.38 respectively). This indicates that different these LLMs are applying
distinct ways for producing when responses, likely due to variations in training
data or optimization goals. Finally, smaller models (e.g., Llama 3.1 8b) show
lower alignment with mainstream models, underscoring the impact of model size
and training diversity on evaluation consistency.

The above findings emphasize the need for creating and using standardized
evaluation benchmarks across various LLM families. Since different LLMs are
producing varying responses, human oversight and domain-specific fine-tuning
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remain crucial in applications where consistency is essential, such as the legal
domain.

6 Conclusion

LLMs are increasingly integrated into governmental operations worldwide, sig-
nificantly impacting public administration and service delivery. In this context,
the legal reasoning and accuracy of generated text are crucial for providing pre-
cise, tailored, and, hence trustworthy responses to highly specialized legal or
administrative inquiries.

In this context, this exploratory case study engaged nine proprietary and
open LLMs for evaluating their truthfulness in interpreting laws. A set of 19
progressively complex questions related to key aspects of the European Union’s
Value Added Tax (VAT) Directive were selected by a legal expert, highly skilled
in EU tax laws. Each question was provided to the nine LLMs and their responses
were evaluated by a legal expert with respect to truthfulness, i.e., how accurate
is the response.

The best truthfulness score was achieved by the two GPT 4 variants (GPT 4
Turbo and GPT 4o). Interestingly, the third highest score was achieved by Llama
3.1 405B, which performed significantly better than Llama 3.1 8B indicating
that scaling significantly improves results’ accuracy. Although Llama 3.1 8B,
the smallest model of the Llama family, achieved the lowest score, it had a good
performance on certain questions, indicating its potential for improvement with
methods like fine-tuning using well known benchmarks of trustworthiness. The
evaluation of the agreement of LLMs showed an increased agreement between
GP4o and Llama 3.1 405B, meaning that the LLMs have similar behavior in
producing accurate responses. Finally, when it comes to questions that represent
exceptional cases in the law, LLMs do not align well on providing the correct
response.

A promising direction for future research is to enhance open LLMs by apply-
ing methods like fine-tuning or retrieval-augmented generation (RAG), making
them more effective and better suited to legal use cases. Despite the main lim-
itation of the present study that uses a single score to assess trustworthiness,
it still provides significant insights. Next steps will include performing a more
detailed evaluation of the LLMs, based on multiple aspects of trustworthiness
identified in literature.
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Table 2. The set of 19 questions covering key aspects of the EU VAT Directive that
were provided as prompts to the LLMs

Question

Q1 Can Member States adopt practices setting limits as regards to exercising VAT
deduction, according to the EU VAT Directive? Justify the answer taking into
account existing EU case law and the Advocate General’s opinion.

Q2 Can a taxable person deduct VAT paid for purchasing goods or services, in
the case this person exercises both for economic and non-economic activities,
according to the EU VAT Directive?

Q3 Can tax fraud, tax evasion or other illegal practices influence the exercise of
the right to deduct VAT, according to the EU VAT Directive? Justify the
answer taking into account existing EU case law and the Advocate General’s
opinion.

Q4 Clarify the VAT tax obligations for taxable persons (both natural and legal) as
outlined in the EU VAT Directive. Organize these obligations into categories.

Q5 Generate the content a model invoice relying on the elements outlined in the
EU VAT Directive.

Q6 How are farmers treated by the EU VAT Directive? Identify deviations com-
pared to other taxable persons.

Q7 How is fiscal neutrality interpreted by the EU case law and the Advocate
General’s opinion, and on which legal provisions of the EU VAT Directive is
it based on?

Q8 Identify areas of public interest in the context of the EU VAT Directive and
clarify their influence on the VAT implementation.

Q9 Identify the different treatments of small-sized enterprises for VAT reasons
according to the EU VAT Directive.

Q10 Identify the place of supply of goods for the purposes of applying VAT in
accordance with the EU VAT Directive. Classify the place of supply based on
the criteria defined in the Directive for each of the categories of goods.

Q11 Identify the transitional VAT provisions or regimes according to the EU VAT
Directive: a) specific to each Member State and b) applicable regardless of a
specific Member State.

Q12 On which specific occasions does the EU VAT Directive grant Member States
the discretion to establish their own deviation for VAT regulations? Identify
the occasions associated with specific articles of the EU VAT Directive and
provide all the relevant requirements for each one.

Q13 Provide a definition of the term ’legal certainty’, exclusively based on the
EU case law and the Advocate General’s opinion interpreting the EU VAT
Directive.

Q14 Provide specific circumstances under which taxable persons can deduct VAT
that they have already paid on goods or services they have supplied, according
to the EU VAT Directive.

Q15 Provide the basic principles of the EU common VAT system.
Q16 What is the impact of EU customs legislation on VAT legislation, according

to the EU VAT Directive?
Q17 Which are the transactions that fall into the scope of the EU VAT Directive?
Q18 Which persons can be considered taxable taking into account the criteria and

requirements defined for each category of natural or legal persons in the con-
text of the EU VAT Directive? Identify the specific criteria for each one of the
categories of taxable persons in this Directive.

Q19 Which transactions remain out of the scope of the EU VAT Directive?


